
Background 
Artificial intelligence (AI) has rapidly emerged as a 
transformative domain in healthcare, offering tools that 
mimic human cognition through machine learning, 
deep learning, and natural language processing (NLP).1,2 
In addition, recent advancements, particularly in large 
language models (LLMs), have demonstrated remarkable 
potential in enhancing diagnostic accuracy, personalizing 
treatment, and streamlining healthcare operations.2 
These technological shifts address critical challenges 
(e.g., clinician shortages, long waiting times, and the 
growing burden of chronic diseases), positioning AI-
based conversational agents as one of the most promising 
solutions.3

Conversational agents, also referred to as chatbots or 
virtual health assistants (VHAs), are intelligent systems 
capable of engaging in dialogue with patients through 
text or voice interfaces.4,5 While the earliest chatbot, 
ELIZA (1966), offered only rudimentary interactions,6 

subsequent advances in NLP and deep learning have 
enabled modern chatbots to perform complex functions, 
including symptom assessment, triage, counseling, and 
remote monitoring.5,7-11 They are now deployed across 
diverse platforms (e.g., smartphones, web applications, 
and telehealth systems), supporting both patients and 
healthcare professionals.12,13

In healthcare, chatbots have shown potential to act as 
first-contact automation tools, assisting with screening, 
gathering medical histories, providing psychological 
support, and delivering health recommendations.14,15 
Some studies highlight that these systems can supplement 
human caregivers, improve adherence to treatment, 
and empower patients through real-time, personalized 
support.14,16 Additionally, they offer scalability, 
affordability, and accessibility, helping extend healthcare 
services to underserved and hard-to-reach populations.4,17

Despite these advantages, several challenges persist. 
Concerns about patient safety, accuracy of medical advice, 
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and the protection of sensitive health data are consistently 
observed in the literature.18-20 Moreover, sustaining long-
term patient engagement with chatbots remains difficult, 
and ethical questions regarding trust, transparency, and 
the potential replacement of human interaction require 
careful consideration.2,21,22

Nevertheless, the potential of chatbots and VHAs to 
transform healthcare delivery is substantial. They have 
been applied in a wide range of use cases, including 
initial triage, symptom checking, diagnosis support, 
patient follow-up, treatment adherence, and lifestyle 
coaching.5,14,23 Furthermore, their integration into 
healthcare systems can help alleviate resource constraints, 
provide patient-centered care, and enhance health 
outcomes at scale.24-26

Given the fast-paced evolution of AI technologies and 
the growing body of research in this domain, there is a 
pressing need for systematic reviews that comprehensively 
evaluate the applications, effectiveness, and limitations of 
chatbots and VHAs across the continuum of patient care. 
Accordingly, the present review seeks to fill this gap by 
synthesizing current evidence on the role of these tools 
in healthcare, from initial triage to long-term follow-up.

Methods
Study Design
This study was conducted as a systematic review following 
the guidelines of the Preferred Reporting Items for 
Systematic Reviews and Meta-Analyses (PRISMA). The 
aim was to comprehensively examine the use of chatbots 
and VHAs in healthcare, ranging from initial triage to 
patient follow-up.

Search Strategy
A systematic literature search was performed across 
three major electronic databases: PubMed, Scopus, and 
Web of Science. In addition, the search included studies 
published from January 2010 to June 2025, restricted to 
the English language.

Further, the search strategy combined terms related 
to conversational agents with healthcare applications, as 
follows:

((Chatbot* OR (Conversational agent*) OR (Virtual 
health assistant*) OR (Intelligent virtual assistant*) AND 
(Triage OR (Symptom checker) OR (Diagnosis support) 
OR (Patient follow-up) OR (Treatment adherence) OR 
(Remote monitoring)))

It is noteworthy that Boolean operators, truncation, 
and quotation marks were applied according to the 
specifications of each database to ensure high sensitivity.

Additionally, the reference lists of the included studies 
and relevant reviews were manually screened to identify 
further eligible publications.

Eligibility Criteria
Inclusion Criteria
English-language publications and studies reporting 

chatbots or VHAs used in healthcare settings were 
included in this study, in addition to applications 
addressing initial triage, symptom checking, diagnosis 
support, patient follow-up, treatment adherence, or 
remote monitoring.

Exclusion Criteria
Non-English publications, conference abstracts, editorials, 
commentaries, and opinion papers were excluded from 
the investigation, along with studies focusing on non-
healthcare domains (e.g., education, marketing, and 
customer service) and studies lacking empirical data 
(e.g., conceptual papers without implementation or 
evaluation).

Study Selection
All retrieved articles were imported into EndNote X9 for 
reference management and duplicate removal.

Two independent reviewers (reviewer A and reviewer 
B) screened titles and abstracts against the eligibility 
criteria. Then, full texts of potentially relevant articles 
were assessed independently by both reviewers. In 
addition, discrepancies were resolved through discussion 
or consultation with a third reviewer (reviewer C).

Data Extraction
A standardized data extraction form was developed in 
Microsoft Excel to collect relevant information, including:
	• Bibliographic details: Author(s), year, country, and 

journal
	• Study characteristics: Study design, sample size, and 

healthcare setting
	• Technology details: Type of chatbot or VHA, 

platform, and applied AI techniques (e.g., rule-based, 
machine learning, and NLP)

	• Application domain: Triage, symptom checker, 
diagnosis support, patient follow-up, treatment 
adherence, and remote monitoring

	• Outcomes: Clinical effectiveness, patient satisfaction, 
usability, accuracy, and engagement metrics.

Limitations Reported by the Authors
The required data were extracted independently by the 
two reviewers. Any disagreements were discussed and 
resolved by consensus.

Quality Assessment
The quality of the included studies was assessed using 
the Mixed Methods Appraisal Tool (MMAT) for 
primary studies, including quantitative, qualitative, and 
mixed-methods research. The findings were interpreted, 
considering the risk of bias.

Data Synthesis
A narrative synthesis approach was adopted due to the 
heterogeneity of study designs, outcomes, and chatbot 
applications. The findings were organized according to 
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the healthcare application, including initial triage (1), 
symptom checking and diagnosis support (2), patient 
follow-up and treatment adherence (3), and remote 
monitoring (4).

Quantitative data were summarized using descriptive 
statistics (frequencies and percentages), while qualitative 
findings were synthesized thematically. In addition, 
performance metrics (e.g., diagnostic accuracy and 
patient engagement rates) were reported when feasible.

Flow Diagram of the Preferred Reporting Items for 
Systematic Reviews and Meta-Analyses
A PRISMA flow diagram was used to illustrate the study 
selection process (the number of records identified, 
screened, excluded, and included).

Results
Study Selection
A total of 1,064 records were identified through database 
searches, with 355 duplicates removed automatically. 
Following title and abstract screening of 396 studies, 
277 were excluded due to irrelevance. Then, 119 full-text 
articles were assessed for eligibility, of which 49 were 

excluded because of not meeting the inclusion criteria. 
Ultimately, 46 studies were included in this review 
(Figure 1).

Characteristics of Included Studies
The 46 included studies were published between 2018 and 
2025, encompassing 17 countries across North America, 
Europe, Asia, and Australia.

The extracted articles varied in design, including 
cross-sectional evaluations (n = 20), randomized 
controlled trials (RCTs, n = 6), pilot/feasibility studies 
(n = 8), observational retrospective analyses (n = 7), and 
comparative accuracy studies (n = 5).

Moreover, sample sizes ranged from 3 patients in a 
pediatric chatbot feasibility trial to 129,400 patients in 
a large-scale National Health Service (NHS) mental 
health deployment. In addition, platforms included web-
based conversational agents, mobile health applications, 
and integrated telemedicine systems. Further, chatbot 
architectures varied across rule-based, NLP-driven, 
and LLM-based generative AI systems. Detailed 
characteristics of the included studies are presented in 
Table S1 (Supplementary file 1).

Figure 1. PRISMA Flow Diagram of the Study Selection Process. Note. PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses
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Performance Across Application Domains
Initial Triage and Symptom Checking
Seventeen studies evaluated chatbots for initial triage and 
self-assessment.
	• Diagnostic accuracy ranged from 33% (WebMD) to 

93% (ChatGPT, ophthalmology).
	• Ophthalmology-focused chatbots revealed high 

agreement with clinical graders (Cohen’s kappa: 
0.74–0.79).

	• Emergency triage performance varied:
	- High-acuity sensitivity reached 76.2% with ChatGPT 

in simulated ESI-1/ESI-2 cases.
	- However, general emergency scenarios had 

specificities as low as 34.5%, reflecting over-triage or 
under-triage risks.

	• Commercially available symptom checkers (e.g., 
Kahun) outperformed others in clinical data 
gathering (recall of 0.51 vs. average of 0.32), but 
overall diagnostic comprehensiveness remained 
suboptimal.

In summary, while AI-powered triage chatbots 
demonstrate promising sensitivity in critical conditions, 
variability across platforms and contexts limits their 
standalone deployment in emergency medicine.

Diagnostic and Treatment Decision Support
Twenty-one studies investigated diagnostic assistance 
across ophthalmology, oncology, dental medicine, 
dermatology, and internal medicine. Key findings are as 
follows:
	• GPT-4-assisted oral lesion diagnosis achieved high 

sensitivity for malignancies (no malignant lesions 
missed), although specificity remained below 
specialist-level performance.

	• In gastrointestinal radiology, a retrieval-augmented 
GPT-4 model achieved 78% correct primary 
differentials, outperforming generic GPT-4 (54%).

	• Cancer treatment recommendation chatbots yielded 
mixed performance:

	- ChatGPT achieved 95% accuracy in first-line therapy 
recommendations for head and neck malignancies 
but failed in 55% of staging assessments.

	- Some chatbots generated unsafe treatment 
suggestions, emphasizing the need for clinician 
oversight.

	• Comparative studies confirmed that ChatGPT-4.0 
outperformed Google Bard and Gemini in ocular 
diagnostic scenarios (accuracy of 89.2% vs. 59.5% 
and 40.5%).

In brief, diagnostic support chatbots approach human-
level performance in certain structured contexts but 
remain error-prone, especially in cancer staging and rare 
condition management.

Patient Education and Health Literacy
Fourteen studies assessed the role of chatbots in 
disseminating patient information and improving 

understanding of treatment plans:
	• DISCERN quality scores varied widely, from average 

(~40) in urogenital cancer chatbots to high ( > 70) 
for orthopedic education platforms (e.g., Microsoft 
Copilot).

	• Readability metrics (i.e., Coleman-Liau index and 
SMOG) frequently exceeded college-level complexity, 
thereby limiting accessibility for patients with low 
health literacy.

	• Personalized NHS self-referral chatbots significantly 
increased accessibility to mental health care; 
referral rates improved by 15% versus 6% in control 
groups and disproportionately benefited minority 
populations.

Briefly, while chatbots expand patient education access, 
optimizing content readability and ensuring source 
transparency remain essential for patient safety.

Remote Monitoring and Patient Follow-up
Eleven studies focused on chatbots integrated into 
remote patient monitoring (RPM) and chronic disease 
management systems:
	• In postoperative cardiac patients, a text-based chatbot 

paired with portable coagulometers improved 
therapeutic time-in-range and yielded high patient 
satisfaction.

	• During the coronavirus disease 2019 pandemic, 
chatbots enabled large-scale follow-up, with over 
6,000 patient-generated comments processed via 
semi-automated topic modeling, demonstrating 
feasibility for high-volume care coordination.

	• In oncology, integration with smartphone-based 
platforms improved medication adherence and real-
time complication detection, with compliance rates 
reaching 86%.

In short, although RPM-integrated chatbots effectively 
support adherence and early complication detection, 
long-term outcome data are still limited.

Treatment Adherence and Behavioral Interventions
Eight studies evaluated chatbots for promoting lifestyle 
changes and treatment compliance:
	• In eating disorder management, an RCT of the Eating 

Disorder Electronic Single-Session Intervention 
demonstrated significant symptom reductions 
(P = 0.003) and improved treatment initiation (93% 
vs. 70%, P = 0.042).

	• Mental health support chatbots providing behavioral 
activation therapy could improve patient motivation 
and sustained engagement.

	• In pediatric cancer patients, GPT-4-based chatbots 
reduced anxiety in 80% of participants and facilitated 
the disclosure of sensitive information previously 
unreported to clinicians.

Overall, chatbots reveal strong potential as scalable 
behavioral health tools, but further controlled trials are 
needed to confirm the durability of effects.
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Cross-Study Synthesis
	• Accuracy: High variability, 33–98%, depending on 

task complexity.
	• Engagement: Sustained usage observed in most 

longitudinal studies, but drop-off rates reached > 50% 
in poorly optimized chatbots.

	• Usability: System usability scores (SUS) ranged 
from 68 to 85; rule-based systems generally 
underperformed LLM-driven platforms.

	• Equity impact: Chatbots facilitated broader access to 
care, particularly in mental health and underserved 
populations.

Summary of Limitations
Across studies, key limitations included
	• Predominant reliance on scenario-based or simulated 

cases rather than real-world clinical data,
	• Insufficient long-term follow-ups on clinical 

outcomes,
	• Inconsistent evaluation metrics across platforms, 

limiting meta-analytic synthesis,
	• High variability in chatbot architectures, ranging from 

rule-based to GPT-4-driven systems, complicating 
direct comparison.

Quality Assessment
The quality of the included studies was assessed using 
the MMAT. Overall, the methodological rigor of the 46 
studies varied considerably:

High-quality studies: Approximately one-third (33%) 
of the included studies (mostly RCTs and large-scale 
observational designs) demonstrated clear research 
questions, appropriate sampling, transparent reporting of 
outcomes, and low risk of bias. Generally, these studies 
provided robust evidence regarding usability, patient 
engagement, and short-term effectiveness of chatbots.27-38

Moderate-quality studies: Half of the studies fell into 
this category. They frequently lacked standardized 
outcome measures, relied on simulated case vignettes 
instead of real-world patient data, or had limited sample 
sizes. While informative, their findings require cautious 
interpretation.24,39-64

Low-quality studies: A minority (17%) of studies (mainly 
preliminary pilots and descriptive analyses) suffered from 
serious methodological limitations, including extremely 
small sample sizes, the absence of control groups, unclear 
AI model specifications, or insufficient reporting of 
statistical results.65-72 

Table 1 provides the detailed quality classification of all 
included studies.

Key quality concerns across studies were as follows
	• Heavy reliance on scenario-based or simulated 

patient data, thus reducing generalizability to clinical 
practice.

	• Short follow-up durations, thereby limiting insights 
into long-term outcomes (e.g., adherence, morbidity, 
or mortality).

	• Inconsistent evaluation metrics (e.g., accuracy, 
usability, engagement, DISCERN, and SUS), thus 
preventing robust cross-study comparisons.

	• Limited transparency regarding chatbot architectures, 
training datasets, and prompt engineering, thereby 
making reproducibility difficult.

In a nutshell, while a subset of well-designed randomized 
and observational studies provides encouraging evidence 
on the utility of chatbots and VHAs in healthcare, the 
overall quality of evidence remains heterogeneous. Hence, 
stronger study designs with standardized evaluation 
frameworks and longer-term follow-ups are needed to 
confirm clinical effectiveness and safety.

Discussion
This systematic review synthesized evidence on the 
clinical applications, performance, and limitations of 
conversational agents, including chatbots and VHAs, 
across diverse healthcare contexts. These systems 
demonstrated potential in symptom assessment, triage, 
diagnostic decision support, patient education, remote 
monitoring, and behavioral interventions. However, 
the findings revealed significant heterogeneity in study 
design, performance metrics, and outcome reporting, 
limiting the generalizability of results. The reported 
accuracy rates varied widely, ranging from 33% to 98%, 
with usability, user satisfaction, and engagement similarly 
inconsistent across studies.

Interpretation by Application Domain
Initial Triage and Symptom Assessment
In structured domains (e.g., ophthalmology), chatbots 
displayed performance approaching that of human 
evaluators, with reported inter-rater reliability ranging 
from κ ≈ 0.74 to 0.79 (27, 31). However, performance 
substantially varied across general emergency settings; 
while sensitivity for high-acuity cases (ESI-1/ESI-2) 
reached 76.2%, specificity dropped as low as 34.5%, 

Table 1. Quality Assessment of Included Studies Using the Mixed Methods Appraisal Tool

Quality category Number of studies References Type of study and key features

High quality 12 27-38 RCTs or large-scale observational studies
•	 Robust design, clear reporting, and low risk of bias

Moderate quality 26 39-64 Cross-sectional, scenario-based, or comparative studies
•	 Informative but limited generalizability

Low quality 8 65-72 Pilot or feasibility studies
•	 Very small sample sizes, descriptive analyses, and lack of control groups

Note. RCT: Randomized controlled trial.
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thereby raising concerns regarding both over-triage and 
under-triage risks.66 However, most studies in this area 
were of moderate or low quality, relying on simulated 
scenarios or small samples.65-69 Only a few high-quality 
studies (e.g., large-scale analyses of consumer symptom 
checker apps) provided stronger evidence for usability and 
functionality.27,30. Collectively, these findings highlight 
that while chatbots may offer value in recognizing 
critical scenarios, their reliability diminishes when facing 
complex, ambiguous, or unstructured cases.39,41,66

Diagnostic and Therapeutic Decision Support
LLM-based models, particularly those leveraging GPT-4, 
yielded promising results when used within well-structured 
diagnostic frameworks. For example, in oral mucosal lesion 
detection, GPT-4 achieved high sensitivity in identifying 
lesions suspicious for malignancy without missing any 
malignant cases, but specificity remained lower compared 
to expert clinicians.64 Similarly, Rau et al concluded that 
a retrieval-augmented GPT-4 model in gastrointestinal 
radiology achieved a 78% diagnostic accuracy, outperforming 
the baseline GPT-4 performance of 54%.38

Conversely, moderate-quality studies in oncology 
underscored substantial risks; while ChatGPT correctly 
recommended first-line therapies in 95% of head and 
neck cancer cases, it produced unsafe errors in staging 
and surgical planning.50 Likewise, a high-quality 
multicenter study reported poor reliability in rare 
laryngology conditions.37 Consequently, chatbots may 
serve as educational aids or case-preparation tools, but 
independent clinical decision-making without expert 
supervision remains unsafe.38,50,64 Taken together, high-
quality evidence confirms potential in structured tasks, 
but moderate-quality and low-quality evidence underlines 
significant safety concerns, particularly in complex 
treatment planning.

Patient Education and Health Literacy
The quality, readability, and reliability of patient-facing 
information varied considerably. For instance, Microsoft 
Copilot produced the highest DISCERN scores among 
orthopedic platforms; nonetheless, in other contexts 
(e.g., urological cancer information), chatbots generally 
generated low DISCERN scores and content readability 
levels exceeding patient comprehension thresholds, as 
indicated by high Coleman-Liau and SMOG indices.40,43 
Consequently, without adjustments to improve clarity, 
accuracy, and evidence attribution, many chatbot outputs 
remain inaccessible or potentially unsafe for general 
patient populations.43

Chatbot-generated health information demonstrated 
high variability in both quality and readability. While 
Microsoft Copilot achieved superior DISCERN scores 
in orthopedic information delivery, other contexts, 
particularly urological oncology, produced generally 
poor readability scores and inconsistent accuracy, often 
exceeding patient comprehension thresholds based on 

Coleman-Liau and SMOG indices.40,43 These findings 
indicate that without evidence attribution, language 
simplification, and source verification mechanisms, 
patient-directed chatbot outputs may exacerbate 
misinterpretation and health literacy inequities. 
Importantly, a high-quality large-scale observational 
study from NHS mental health services53 revealed that 
self-referral chatbots improved accessibility and equity, 
particularly for minority populations. This indicates that 
while moderate-quality studies highlight concerns about 
readability and accuracy, stronger evidence supports the 
role of chatbots in expanding equitable access to care.

Remote Patient Monitoring and Treatment Adherence
The integration of chatbots into RPM systems displayed 
encouraging preliminary results. In post-cardiac surgery 
management, for instance, the combination of chatbots 
and CoaguChek could improve time-in-therapeutic 
range.52 Similarly, Piau et al reported 86% adherence 
rates in outpatient oncology cohorts when chatbots were 
paired with mobile monitoring platforms.70 Despite these 
findings, the majority of evidence comes from small-scale, 
short-term studies, and there remains a significant gap in 
long-term outcome data regarding hospital readmissions, 
morbidity, and mortality.52,70

Our findings align with those of the study by Geoghegan 
et al, evaluating automated conversational agents for 
post-intervention follow-ups.73 In their review, chatbots 
were primarily deployed for postoperative monitoring 
and follow-ups after a number of interventions, such as 
cancer treatment, hypertension management, asthma 
care, orthopedic procedures, ureteroscopy, and varicose 
vein surgery. Engagement rates ranged from 31% to 97% 
response rates, indicating strong patient receptivity in 
certain contexts but inconsistent adoption overall. In line 
with our study, the mentioned researchers reported no 
studies assessing patient safety outcomes, highlighting a 
critical evidence gap that persists across both reviews.73 
In contrast, high-quality studies demonstrated more 
robust evidence; for example, the analysis of over 6,000 
coronavirus disease 2019 patient-generated comments 
confirmed the scalability and feasibility of chatbot-
assisted monitoring,29 while integration with wound-care 
telemedicine achieved high diagnostic accuracy.33 Thus, 
while preliminary low-quality evidence is promising, 
reliable conclusions about long-term outcomes primarily 
rely on the fewer but stronger high-quality studies.

Behavioral Interventions and Mental Health
Chatbots designed for behavioral interventions revealed 
modest but promising effects in RCTs. High-quality 
RCTs provided some of the strongest evidence for chatbot 
effectiveness in behavioral health. For instance, Vivibot 
reduced anxiety symptoms in young cancer survivors,31 
and the Eating Disorder Electronic Single-Session 
Intervention significantly improved eating disorder 
pathology and treatment uptake.57 Moderate-quality or 
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low-quality studies46,48 further demonstrated feasibility, 
user satisfaction, and reductions in anxiety in pediatric 
oncology and weight management settings, but their 
limited scale and lack of controls restrict generalizability. 
Overall, high-quality RCTs confirm the role of chatbots 
as scalable, complementary tools in mental health and 
behavioral interventions, while lower-quality evidence 
highlights feasibility and acceptability rather than clinical 
effectiveness.

Consistent with these findings, symptom reductions 
were observed in managing eating disorders and 
promoting treatment initiation, but short follow-
up durations and limited sample sizes further limit 
generalizability.57,70 Conversational agents indicated 
growing utility in mental health interventions. Gaffney et 
al reviewed 13 studies, including four RCTs, and reported 
reductions in psychological distress following chatbot 
interventions, with five controlled studies showing 
significant improvements compared to inactive controls.74 
However, studies comparing chatbots to active treatment 
modalities failed to display superiority, suggesting 
potential complementary rather than replacement roles.

These results corroborate the findings of a review study 
of 29 RCTs conducted by Yang et al, focusing on physical 
and psychological symptom management. Their findings 
highlighted significant improvements in 22 studies, 
particularly for depression, anxiety, and pain-related 
symptoms, with median recruitment and completion rates 
of 72% and 79%, respectively. Nevertheless, 17 studies 
exhibited a high risk of bias, limiting generalizability.75 
Collectively, these reviews and our synthesis confirmed 
that conversational agents are effective in enhancing 
short-term mental health and symptom outcomes, but 
heterogeneous designs, small sample sizes, and limited 
follow-up durations prevent definitive conclusions 
regarding long-term clinical benefits.

Medical History-Taking and Workflow Integration
The potential of chatbots to streamline medical history-
taking is increasingly recognized. The findings of a 
systematic review of 18 studies (including three RCTs) 
performed by Hindelang et al revealed that conversational 
agents can collect structured patient histories through 
targeted queries and automated data capture, enhancing 
both efficiency and patient engagement.76 Notably, their 
review emphasized the advantages of 24/7 accessibility and 
electronic health record integration, which may reduce 
clinician workload and optimize resource utilization. 
However, usability challenges, privacy concerns, and 
limited empathic capacity remain barriers to clinical 
integration. Bias assessments showed that only 33% of 
observational studies were high quality, underscoring 
the need for rigorous validation prior to large-scale 
implementation.

Overall Effectiveness and User Acceptance
To broadly assess chatbot effectiveness, Milne-Ives et al 

reviewed 31 studies across diverse healthcare applications. 
Conversational agents demonstrated positive or mixed 
effectiveness in 75% of studies, with high usability (27/30 
studies) and strong patient satisfaction (26/31 studies). 
These findings conform to our synthesis, suggesting 
that conversational agents are generally well-received 
and capable of supporting various health-related tasks, 
including triage, training, monitoring, and behavior 
change. However, similar to our conclusion, Milne-Ives 
et al emphasized significant methodological variability 
and highlighted the need for robust evaluations of cost-
effectiveness, privacy, and safety prior to routine clinical 
integration.77

Overall, our findings are consistent with prior systematic 
reviews and extend them simultaneously.

Geoghegan et al underlined strong engagement in 
post-intervention monitoring,73 which is in line with 
our findings and is expanded by integrating evidence on 
remote patient adherence.

Likewise, Gaffney et al and Yang et al support our 
conclusion that conversational agents are effective in 
improving psychological outcomes, though they caution 
against overinterpreting short-term gains without long-
term validation.74,75

The results of Hindelang et al also align with our 
findings on the efficiency of history-taking chatbots while 
underscoring gaps in usability and personalization.76

Moreover, Milne-Ives et al provided a comprehensive 
overview of effectiveness and usability, reinforcing 
that while conversational agents are promising, safety 
evaluations, standardized metrics, and cost-effectiveness 
analyses remain critical gaps,77 which matches our 
findings.

Overall Synthesis Across Quality Levels
A clear gradient emerges when results are interpreted in 
light of methodological quality:
	• High-quality studies (n = 12) consistently supported 

chatbot utility in several domains, such as mental 
health interventions, large-scale monitoring, 
radiology decision support, and patient self-
referral.27-38

	• Moderate-quality studies (n = 26) provided 
informative but less generalizable results, often 
based on scenario-based evaluations or limited 
samples.10,24,39-44,46-60,62-64

	• Low-quality studies (n = 8) largely assessed feasibility 
with extremely small cohorts or descriptive analyses, 
offering limited evidence for clinical integration.65-72

This distribution underscores that while certain 
applications, particularly in mental health, education, and 
remote monitoring, are supported by stronger evidence, 
many domains (e.g., acute triage and complex oncology 
decision-making) still heavily depend on lower-quality 
or simulated studies. Therefore, future work should 
prioritize large-scale, high-quality randomized and real-
world studies with standardized evaluation metrics and 
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long-term follow-ups to establish safety and clinical 
effectiveness.

Clinical and Policy Implications
Current evidence supports the supervised integration 
of chatbots into clinical workflows but does not justify 
autonomous deployment for diagnostic or therapeutic 
decision-making.36,50 Accordingly, safe implementation in 
healthcare systems requires:
	• Source transparency and evidence-linked responses 

to improve clinician trust,43

	• Improved readability and health literacy adaptation 
for patient-directed content,23,43

	• Secure integration with remote monitoring and 
patient education platforms, which currently 
represent the most promising short-term use cases.52,70

Strengths and Limitations of the Evidence
Strengths
	• Comprehensive scope: Our review synthesized findings 

from diverse clinical domains, integrating RCTs, 
observational studies, and pilot implementations to 
provide a multidimensional overview.

	• Structured quality assessment: Some tools (e.g., 
AMSTAR-2 and MMAT) enabled the systematic 
evaluation of study quality and supported a cautious 
interpretation of findings. 

Limitations
	• A substantial proportion of studies relied on 

simulated cases or structured vignettes, with limited 
real-world clinical evaluations.

	• Some studies applied inconsistent metrics (i.e., 
accuracy, SUS, DISCERN, SMOG, and usability 
scales), showing high methodological heterogeneity 
and preventing robust meta-analysis.

	• Many studies featured small sample sizes, short 
follow-ups, and unclear reporting standards, leading 
to potential reporting bias.

	• Some studies demonstrated limited transparency 
regarding model architectures, training datasets, and 
prompt designs, resulting in reduced reproducibility 
and a lack of independent validation.

Research Priorities and Future Directions
	• Large, multicenter RCTs assessing real-world clinical 

outcomes (e.g., hospitalizations, mortality, and 
quality of life)

	• Standardization of evaluation metrics, establishing 
a minimal core set of benchmarks (accuracy, 
explainability, usability, and safety) for comparative 
studies

	• Implementation science studies to assess real-world 
feasibility, workflow integration, cost-effectiveness, 
and regulatory implications

	• Data security and privacy evaluations before 
widespread commercial deployment

	• Development of retrieval-augmented architectures, 
which have already shown superior performance in 
radiology and other structured domains.38,64

	•
Conclusion
Chatbots and VHAs are emerging as promising tools 
across multiple healthcare domains, including initial 
triage, diagnostic support, patient education, remote 
monitoring, and behavioral interventions. Evidence 
from 46 studies indicated that LLM-based and 
retrieval-augmented systems can approach human-
level performance in structured tasks, while rule-based 
platforms generally show lower accuracy and engagement. 
Chatbots have demonstrated potential to improve patient 
access, adherence, and engagement, particularly in mental 
health and chronic disease management, and to support 
healthcare workflows (e.g., history-taking and follow-up).

However, significant challenges remain, including 
variability in diagnostic accuracy, limited long-term 
outcome data, inconsistent evaluation metrics, and 
usability and health literacy barriers. Current evidence 
supports the supervised integration of chatbots into 
clinical workflows rather than autonomous decision-
making. Hence, future research should focus on large-
scale real-world trials, standardized performance metrics, 
data privacy, and integration into healthcare systems to 
ensure safe, effective, and equitable deployment.

In summary, chatbots represent a scalable adjunct to 
traditional healthcare delivery, capable of enhancing 
patient care and system efficiency. Nonetheless, their 
implementation must be guided by evidence, clinician 
oversight, and patient-centered design.
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